Optimal functional representations using weighted
regularization

Scientific Achievement

We reconstruct data from sparse coefficients ¢ €

RN*! from measurements u € R™*! and basis A4 €
]Rme .
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* Possible to design optimal representations given
limited number of measurements: m < N.

Data from UQ and imaging applications often
possess downward closed and tree structure.
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Significance and Impact 0.022, oM n)
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optimal weighted regularization, exploiting sparsity T
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Research Details
Recovery via regularizations enforcing sparsity: oomtr 7
c = argmin R(z) subjectto u =~ Az 0.1 0.15 0.2 0.25
m/N
R(2) = |Izll, 1 with ®j = max | A-jl A comparison of weighted l; minimization with

different choices of weights

A. Chkifa, N. Dexter, H. Tran, and C. Webster, Polynomial approximation via compressed sensing of high-dimensional functions on lower sets. Math. Comp. (2017)
https://doi.org/10.1090/mcom/3272

N e e T Office of e Work was performed at ORNL
] ENERGY Sci N For more information contact Rick Archibald:
0 & cience MATH tranha@ornl.gov



